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0. Relativization, Nominalization and strong islandiood.

Relatives are clauses with a nominal distributionjolving A’-movement and
acting as strong islands for extraction. In therieavork of the theory of labeling
developed by Cecchetto & Donati (2010) and Donatté&cchetto (2011), this talk
aims at providing a principled account for thesee¢hproperties of relativization,
connecting them as three effects of the same phemom head movement and its
relabeling properties.

1. Movement and label.

The starting point is the notion of Label as inghy the Probing Algorithm in (2) as
defined by Cecchetto & Donati (2010) (but see Ad@#003), Boeckx (2008),
Chomsky (2008) and Pesetsky & Torrego (2006) fiamilar proposals).

(1) Labels. When two objectst and3 are merged, a subset of the features of eith
a or 3 become the label of the syntactic objext 3} . A label:

(i) can trigger further computation

(i) is visible from outside the syntactic objéat, 3} for selection

(2) Probing Algorithm: The label of a syntactic obje¢t, 3} is the feature(s)
which act(s) as a Probe of the merging operatieatorg{ a, (3}

What (2) says is that the label of any merge outigutalways the feature
asymmetrically triggering the Merging operation.c€eetto and Donati (2010)
assume that the simple algorithm in (2) can capthes core cases traditionally
described by X-bar theory if, following Chomsky (&), every LI is endowed with
a feature, call it edge feature, which forces theoLmerge with other material. If
this is assumed, any time an LI is merged, it digalias a Probe by virtue of its edge
feature. This means that an LI, being a Probe Wyitlen, always activates the
algorithm in (2) and its categorial feature canvie the label. For example, each
time a head (=LI) is externally merged with its q@dement, the head is bound to
project. This way, the system based on (2) captutes two empirical
generalizations that any version of phrase stredtueory must account for: namely,
that the target of movement (a Probe) typicallyjguts and that a lexical item
projects when it is merged with a XP. Crucially vanat follows, even when an LI is
internally merged, it can project.



2. Head (= LI) movement creates labeling conflictdree relatives

Head (= LI) movement is special, since it can “@derthe label of the landing site
of movement:

(3) a.lwonder what you read
b. | read what you read
(4) a. Il presidente si chiede chi lo ama
the president wonders who him loves
‘the president wonders who loves him’
b. Il presidente apprezza chi lo ama
the president appreciates who him loves
‘the president praises the people who love him’

In (3), a WH lexical item, ‘what’, is internally mged to a Probing C. The Probing
Algorithm (2) correctly predicts that there shoblel a labeling conflict here. If the
LI provides the label, the structure ends up ba&nP, i.e. a free relative; if the
probing C provides the label, the structure isnéefrogative) clause: as a result, the
structure is systematically ambiguous, as showitsbgompatibility both with verbs
selecting for nominal complements (e.g. ‘read’ b) and with verbs selecting for
clauses, as in (3a). The same holds for (4) imhakith ‘chi’ (‘who’).

No ambiguity arises when a phrase is WH moved: twi@ok’ in (5) does not
gualify as a Probe, and only the target C is boungroject. (5) can only be an
(indirect) interrogative clause. The same conisaslustrated in Italian in (6).

(5) What book you read
a. | wonder what book you read
b. *I read what book you read.

(6) a. Il presidente si chiede quali italianalmano
the president wonders which Italians him love
‘The president wonders which Italians love him’
b. *Il presidente apprezza quali italiani lo amino
the president appreciates which Italians him love

Crucially, the phrasal/head status of the movinggary is the only difference: in
(3-4) and (5-6), WH-movement is probed in the sarag (by a probing C searching
for a WH-feature), and displays the same restnstidor example it can apply long
distance (provided that it is obeys familiar losatonditions):

(7) a.lwonder/read what you told me that | Sdoaad-what
b. | wonder/*read what book you told me that | sldoread-whatbook

3. A HEAD raising analysis for full relative clauses

As we argued in previous work (Donati and Cecch2€il), full relatives can be
fruitfully analyzed as involving head movementjrag3).



(8) I like the | book [ that |r John readd D beek]]]

In (8) the movement of a head, ‘book, correlateth warget relabeling: what moves
is a N and the structure gets a N label, in acesu@avith the Probing Algorithm (2).

This label matches the selection requirements ekttiernally proposed by merged
D. This analysis inherits all the pros of the ttaadial raising analysis proposed by
Vergnaud 1978, Kayne 1994, Bianchi 1999, Bhatt 2208.0., as the external head
noun and the gap are transformationally relatedthEumore, it has the merit of

explaining for free the fundamental properties elative clauses, namely that they
are clauses with a nominal distribution.

When the head looks like a phrase
Our analysis seems to face a problem when therethead of the relative clause is
a phrase, as in (9).

(9) I like the book about Obama that John read

We assume that the material that modifies the Ineah (“about Obama” in 9) can
(and must be) late-merged, after the head noumua®d and has “relabeled” the
structure. This assumption makes so-called complesnaf nouns and adjuncts to
the nouns more similar than it is usually thought.

However, there is independent evidence that nounsa take complements the
same way verbs do.

» Theta criterion exemption
Even so-called complements of nouns are never nedjdor the structure to be
acceptable, unlike the complements of transitivdseThis is usually expressed by
exempting the nouns from the theta criterion, big ts a tacit way to ‘adjunctivize’
the so-called complement of the noun.

» Constituencyl'ests(Chiara Branchini p.c.)
Standard constituent tests indicate that while wvells internal argument is a
minimal constituent, noun plus alleged complemsnhat: a pronoun can replace
determiner+noun without replacing the alleged cam@nt of the noun (cf. 10);

(10) a. Ho visto [il padre di Gianni]
| have seen the father of Gianni
b. Ho visto quello di Gianni
| have seen that of Gianni

Note that the same is impossible with the complénadnthe verb. While the
proformfarlo (‘to do that’) can replace verb+complement (cfa)l it cannot replace
subject+verb by leaving the complement unaffected:

(11) Lui ha mangiato gli spaghetti....
| have eaten the spaghetti
a. e anche lei I'ha fatto (“farlo” = ha mangiato glieghetti)
and also she it-has done



b. * e anche I'ha fatto gli spaghetti
and also it-has done the spaghetti (“farlo” = lairhangiato)

» Ne-Cliticization Pattern
One of the uses of the clitic ‘ne’ in Italian isudtrated in (12). In (13) ‘ne’ is a
proform for the PP ‘of the meeting’, namely the rfilggement” of the noun
‘summary’.

(12) a. Ho scritto un riassunto della riunione.
(I) have written a summary of the meeting
b. Ne ho scritto un riassunto.
Of-it (1) have written a summary

However, if the PP to which ‘ne’ corresponds is ‘tb@mplement” of the head noun
of a relative clause, ‘ne’-cliticization becomesgily ungrammatical:

(13) a. Ho letto un riassunto della riunione ahnéai scritto.
(I) have read a summary of the meeting that youe haitten
b. *Ho letto un riassunto che tu ne hai scritto.
(I) have read a summary that you of-it have written

Under our analysis in terms of relabeling, 'neticlzation is impossible in (13b)

because any modifier of the head noun ‘summargl(iing the clitic material) can

be merged only after the head noun has moved tlefiheeriphery and relabeled the
structure. This means that the surface positiothefclitic ‘ne’ is lower than the

position in which it is inserted into the derivatioSo, the derivation of (13b)
involves a lowering movement and this explainsdb@ance of the sentence.

» Reconstruction, |

The hypothesis that the material that modifiesiéad noun of the relative clause is
late merged makes a precise prediction concerrm@agnstruction effects; since the
head noun has moved from within the relative claassuming the copy theory of
traces, it should behave as if it were in its bpgsition as far as Condition C is
concerned. However, if any material that modifies head noun is late merged, no
Condition C violation should be triggered by thiatarial, since no trace/copy of the
modifier is present in the gap position of the tieaclause. This prediction is borne
out by the sharp contrast between (14) and (15):

(14) a. The professor of Jolis that healways praises
b. Il professore di Giannche pre/lui; elogia sempre

(15) a. * The professqithat hgalways praises
b. *Il professoreche pre/lui; elogia sempre

Note that, assuming any version of the raising el the gap inside the relative
clause in (15) has the formg[ D professor] so, the very degraded status of th
sentence under the relevant interpretation canldsly reduced to a Condition C
effect (cf. *He always praises the profesgoThe acceptable status of (14) can



equally be explained if no Condition C effect holdige to late merge of “of
John’s”. No trace of “of John’s” is present in tlséructure that can trigger
reconstruction.

Notice that the vast literature on reconstructidfeats in relative clauses (cf.
Bianchi, 1999, Cecchetto 2000, Munn 1994, Safir9199auerland 2003, a. 0.)
focused on the lack of Condition C effects in seoés like (14) but it neglected this
contrast between (14) and (15). The reason istlistliterature has focused on the
presence/absence of reconstruction effects as gumant for or against the
traditional version of the raising analysis, nanthky version that assumes that wha
raises is the nouplus the material that modifies. ifrom this point of view, the
contrast in (14)-(15) is puzzling, since (14) wobklcounterevidence for the raising
analysis while (15) would support it. However, tnedified version of the raising
analysis that we propose straightforwardly expl#ms contrast.

» Reconstruction, I
Bhatt (2002) interprets the ambiguity of (16) afad)(as evidence that the modifier
reconstructs, and thus gets in its position byirgisogether with the head noun.

(16) The only book that John said that Tolstoy Wwaitten (Bhatt 2002)
(17) The two books that John said that Tolstoywatten

But a similar ambiguity holds in (18), where nodifi@r is present, as shown by the
two possible continuations given the following saeo.

Scenario Mary has given birth to two twins yesterday nidghit John incorrectly
said that Mary had a boy:

(18) The boy that John said that Mary has givietih o
... weighs three kilos
.... must have been cloned

Whatever mechanism explains the ambiguity of (I®)ssibly a a scare quote
analysis, might work for (16) and (17). So, we assuhat (16) and (17) are not
conclusive evidence for reconstruction of the medif

Summarizing so far, the HEAD raising approach ttatnee clauses has the
advantage of combining the many merits of the aatsaising analysis (Vergnaud
1978, Kayne 1994, Bianchi 1999) with a straightfarsv explanation of the
projecting nature of the raising of the head, whicims a clause into something
matching the selection of a Determiner: an NP.

On thetrigger of head raising

Notice that the ‘head’ N moving and relabeling steicture in relativization has no
specific morphological marker (it is not WH): thsstrue for ‘that’ relatives in the
first place, where the head moves directly fromb#ése position to the edge of the
clause (as in 8), but also for ‘WH’- relatives,which the head initially WH moves



with its determiner but later moves out of the Wiitgse and merges to the root. No
WH trigger motivates this latter step: (19).

(19) the [book [[which-beek] [| readfwhich-bool] ]

We have said that raising of the head Noun conwdgigrovides the external
determiner with an object satisfying its selection@quirements (through
relabeling). We have argued elsewhere (Donati agxtlketto 2011) that selection is
indeed the trigger of the raising operation. Weusassd that a LI still in the
numeration can search for a syntactic object agddr a movement of this object
insofar this movement creates the proper SO tlat.tmeeds in order to satisfy its
selectional requirements. We called this movemsatettion driven movement'.
There is however a very serious problem with tipigraach, namely subjacency: to
illustrate, in (20)the probing directly forbook in the clause would be a patent
violation of any cyclicity, say PIC, as in (21).

(20) [the, [y book that | read—boeok]]

(21) Phase Impenetrability Conditiaff?IC)
The complement of a phaseis not accessible to operations at the level ef th

next highest phas@, but only the head and the edgeooére. (cf. Chomsky
2001)

This means the relation between N movement anatgmlemust be more indirect:
we will assume that the head ‘book’ feeding setects not embedded in the clause
but rather moved at its edge and that this movensenhprobed. Before, we must
make a step back to the theory of labelling, prgbesnd successive cyclic
movement.

4. Back to labels: unprobed movement creates a labkess node

The fact that Merge typically results from a Prapoperation does not imply that it
has to. Rather, we assume with Chomsky (2008) Mheige, either external or
internal (movement), is a costless operation applfteely.

However (2) severely constraints the applicatiorfreé (=unprobed) Merge, as is
desirable (totally free Merge would be in conflietith the very notion of
grammaticakonstraintg. In fact, (2) implies that each time Mergenist Probed, its
output will haveno label. This is true both for external merge and ifdernal
merge.

But, given (1), an object without a label has ayweastricted distribution: it cannot
be selected and no further computation can takeeplaside it. Given these
restrictions, do label-less object actually exi€t?e obvious candidate is clauses
(another candidate is the structure resulting wdreadjunct is merged to the clausal
spine, cf. Hornstein 2009 and below). Clauses arg special objects, in that they
can be root structures, and in this sense theyuaigue among all the syntactic



categories. This uniqueness of clauses is whatrliesléhe idea that clauses are
phases, i.e. cycles.

This peculiarity of clauses may entail another fiagty: arguably root clauses
(=sentences) do not need labels. Given (1), iflsabee needed for a derivation to
proceed (labels can trigger further computatiorg #aed external merge (through
selection), when a structure is neither embeddedriggers further computation it
needs no label. This derives immediately thatsgaucan host unprobed instance:
of movement, as in (22).

(22) [2 A book { Mary likes-a-beok]]

Here the element which is moved is a phrase, ansl ¢Annot qualify as a Probe.
Target C is not (obviously) endowed with a morplgadal feature hence there is no
evidence that it probes the moved phrase eitherstitucture is thus unlabeled. This
IS not a problem insofar it is a root structurd. we are on the right track, there
should be cases of “dislocation” or “topicalizatidhat are restricted to the root and
are not possible in embedded contexts. In facth stases are reported in the
literature for a variety of languages. These ineludanging Topic as distinct from

left dislocation in Romance (cf. 23 from Cinque TR7 eft Dislocation as distinct

from Topicalization in English (cf. Lasnik and Ugereka 1988) and right

dislocation in strict head-final languages like alagse and Turkish (cf. and Kural
1997 and Tanaka 2001).

(23) (*A) Giorgio, ieri ho conosciuto la ragazadae gli ha scritto quelle insolenze
Giorgio yesterday | met the girl that to-him hasti®n those insults
“Speaking of Giorgio, yesterday | met the girl wiheulted him”

5. Deriving the ‘escape hatch’ status of the edgé the phase

What happens if a label-less clause needs to bedaeld? By definition, it will
need a label, since it must feed selection. Thaddeus to the no-labeling approach
to successive-cyclic-movement (cf. Bluemel 2001pi@bky 2011, Thom 2011).
Consider the derivation for “Which book do you thigshe likes?”. Suppose that you
have derived (24) and that the numeration contaeserb “think”.

(24) [ Which book{ she likes-which-bookK]]

At this stage, the label-less layer in (24) mustdestroyed, since the matrix verb
must be able to select for C. This can be done loylyacating the unprobed moved
phrase. This entails that ‘which book’ in (25) ned¢al move.

(25) [c [which book] do you think [which-beek] |- she likes-which-beok]]]?

Clearly, this implies that the wh-phrase that ugdes successive-cyclic-movement
must be maintained in a memory buffer until the@dion proceeds to the matrix C
level, when the wh-phrase can be merged in itsl fimading site (this step of

movement is probed by matrix C, of course). Thetexice of a temporary memory



buffer is tacitly assumed by proponents of the afweling approach to successive-
cyclic-movement. We think it is important to makeekplicit, in order to evaluate
pros and cons of this approach. So, is this appreaacre costly than available
alternatives? For sure, it is not more costly thta® approach based on standarc
formulation of PIC, since the no-labeling appro&alsuccessive-cyclic-movement
can explain why the edge of the strong phase mssaape hatchyithout stipulating
thisas PIC does.

Embedded WH-questions, like (26), do not constitateproblem, given the
assumptions we made so far:

(26) | wonder ¢ Wwhich book [She likes-which-book ]]

Here the operation of merging ‘which book’ at tluge of the phase is probed by C
(which is interrogative). As a result the structugeeives a label on the basis of the
labeling algorithm (2) and its edge does not neduktvacated.

Let us now double check that nothing goes wrondp whe structures discussed in
section 2, involving WH head movement:

(27) 1 wonder § what [you read-what]]
(28) | read |, what [you read-what]]

When WH-head movement is involved, there are indeadlabeling possibilities,
neither of which requires further movement: eit@eprovides the label (it is the
probe of the movement operation) and the structuaeclause (cf. 27), or the lexical
item provides the label (by virtue of being a leditem), and the structure ends up
being a nominal clause (a DP), as in (28). WiiB th mind we are now equipped
for deriving the strong islandhood status of rglastion structures.

6. The Complex NP Constraint in free relatives: redbeling and no labeling are
incompatible.

Consider first the sharp contrast in (30)-(31), eled after examples in Rizzi
(1982). Keep in mind that ‘who’ free relatives &otally OK in Italian, cf. (29).

(29) Chi ha telefonato sara punito
Who has phoned will-be punished
The person who made a phone call will be punished

(30) ? A quale ragazzo sai chi ha telefori@to
To which boy (you) know who has phoned
Which boy is such that you know the person who napbone call to him?

(31) *A quale ragazzo punirai chi ha telefontto
To which boy (you) will-punish who has phoned
Intended meaning/Nhich boy is such that you will you punish thegm:n who
made a phone call to him?



The contrast shows that (strong) islandhood is ithately connected with labeling:
both in (30) and in (31) we have an instance otmbedded WH-movement probed
by the same C head. In embedded interrogativesremi® WH-word does not
provide the label, the structure is only mildly @gaw as an instance of a RM
violation (cf. 30); in free relatives, where the Wkrd provides the label, the
structure is completely out (cf. 31). Let us seg wlis so.

First of all, it is clear that in both cases ‘toialinboy’ has moved passing through an
intermediate step at the edge of the embeddedecldiss step involves a temporary
unlabeling of the structure, which is then destbipg successive cyclic movement.
In (30) this is possible: we are assuming thatausecan be label-less, as far as it is
not further embedded. So, ‘to which boy’ can mowuerobed to the edge of the (not
yet embedded) clause. Of course, as soon as tiseaigets embedded, the label-les:
layer needs to be eliminated. This forces the Watrent ‘to which boy’ to further
move, as illustrated in (30’).

(30’) A quale ragazzo sap [a—gualeragazzayg chi [p €hi ha telefonato—a—guale
ragazzo |]?

In (31), on the other hand, ‘who’ provides the laioethe embedded structure, so it
is not a clause but a DP. A DP cannot be a rodthan it is not a complete cycle.
Thus it cannot be label-less. The consequenceais'tin which boy’ cannot move
unprobed to its edge, as illustrated in (31’).

(31) * [ agualeragazzey chi [p €hi ha telefonate-a-gualeragazzo ]

Another possible derivation needs to be excludedsnety the one illustrated in
(317).

(31") *chi [ a-gualeragazzgd €hi ha telefonato—a-gualeragazzo ||

In (31") first “to which boy” moves unprobed at the edge of thasdaThis step is

possible since clauses can be root and do not adathel. However things get
wrong when we try to move ‘who’: if the structure@shno label, no further

computation is allowed inside it, given the defomtof label in (1). This means that
C cannot Probe for “who”. In a nutshell, successyclic movement is not allowed
in free relatives, due a conspiracy of two factors:

(i) if the WH-D moves first, the WH-phrase ultimatéfygeting the matrix COMP

cannot move, since its unprobed movement wouldteraa unlabeled layer on the
top of a nominal structure.

(if) if the WH-phrase ultimately targeting the matriO&P moves first, the WH-D

cannot move since a layer with no label cannogardgurther computation.



7. The Complex NP Constraint in full relatives: relabding and no labeling are
incompatible.

A relevant aspect of the HEAD raising analysis hattit makes full and free
relatives alike in a fundamental respect. Bothhaft are cases in which a lexical
item that moves “projects”, namely relabels thegear of movement. The
fundamental differences agg that what moves and relabels the target is Dae fr
relatives but N in full relativedy) that movement is probed in free relatives (by C
but not in full relatives. The parallelism betwdeah an free relatives is nevertheless
important, because it will allow us to use the sdoggc to explain island effects in
both structures.

(32) I like the | book [ that | John readd D beek]]]]

Suppose we try to extract a WH-element out of actiire of this kind, triggering a
familiar Complex NP Constraint Violation.

(33) * Which boy do you like the book thatwhichybread?

In order to explain the ungrammaticality of (33)e Wrst claim that, according to
PIC, extraction of the WH-phrase ‘which boy’ mustolve an intermediate step at
the edge of the embedded C. Since, given the HEAdINg analysis, also the head
‘book’ has to move, there are two derivations ta@besidered:

- ‘which boy’ moves before the head ‘book’, as34)

(34) [y book [ [which boy] [ that | whieh-bey readd D beek]]]]

In (34) the N ‘book’ moves unprobed, but by virtoiebeing a lexical item it does
provide the right label to the structure, which des an NP and can be mergec
with the external D ‘the’. However, in (34) thasea label-less layer that is not at
the root. The derivation crashes under the assomjttroduced in section 4 that a
label-less layer is permitted only at the rootdaflausal constituent).

- Another possibility if for ‘book’ to move at thexlge first, as shown in (35).

(35) [, [which boy] |y book [ that | which-bey readd D beek]]]]

In this position ‘book’ can label the structure \aytue of being a lexical item, and

the structure gets a nominal label. However, dt@odtructure in (35) violates the
constraint that a label-less layer is permitted/@tlthe root of a clausal constituent,
since the label-less node is at the top of a ndnsitnacture and, by assumption, a
nominal structure does not tolerate to be a root.

Concluding this section, we can say that successigkc movement is not allowed

in full-relatives, due a conspiracy of two factors:

(i) if the head of the relative clause moves firs¢, WH-phrase ultimately targeting

the matrix COMP cannot move, since its unprobedenmnt would create a label-
less layer on the top of a nominal structure, &nglis not allowed.



(i) if the WH-phrase ultimately targeting the matriORP moves first, the head of
the relative clause cannot move because this wenloed an unlabeled layer.

8. The other side of the Complex NP Constraint. A eneralized garden path
effect?

As is well known, island effects are observed ald®n a WH-phrase is extracted
out of what looks like the complement clause obam(but see above for a different
view about “noun complementation”).

(36) * Which paper did you make the claim that Mamptet ?

The account proposed up to now does not say amytdwout island effects in this
construction. One way to go would be assuming ¢batplement clauses, or at least
complement clauses selected by nouns, must be zadhlgs relative clauses
(Arsenijevi, 2009a, Kayne 2010). However, in this talk, wd ty a different route
and propose that this type of island effects mightdue to processing. Although at
the moment we cannot provide any quantitative amalgupporting this, it seems
pretty clear that relative clauses are much marquient and more productive than
clausal complement of nouns. For example, each nleainadmits a complement
clause admits to be modified by a relative clause, clearly not the other way
around (in fact, only a small subset of nhouns edme tomplement clauses). So, it is
likely that, each time a speaker processes a staudike (37), (s)he goes for the
relative clause interpretation and (s)he later sg¢edevise it, if ‘that’ is followed by
a complement clause with no gap. Namely, each Nomumplement clause would
introduce a garden-path effect.

(37) The N that.....

If we are on the right track, it is clear why extian from the complement clause of
a N leads to a deviant output. Not only a gardeh-painvolved, but the analysis
that needs to be revised involves an island viaijextraction from a relative
clause, which we accounted for in section 7).

So, the processing cost with nouns taking complénctauses is very serious,
because it involves re-analysis after an islandctffias been triggered. We assume
that this can explain the degraded status of seatelike (36). A piece of evidence
supporting a garden-path analysis is the followaagtrast in Italian.

(38) a. *Quale paese hanno dato I'ordine chedegaerc-guale-paese ?
which country have given the order that is invchde
‘Which country did they give the order that theyade?’
b. ?Quale paese hanno dato I'ordine di invadesategaaese ?
which country they-have given the order to invade
‘Which country did they give the order to invade?



This contrast shows that it is more acceptablextoaet from aninfinitival noun
complement clause, than from an inflected one. Hewethis contrast cannot be
explained in terms of a general fact concerningraexability from infinitival
clauses, as the data in (39) show.

(39) a. *Cosa cerchi 'uomo a cui avevi affidé®o
What you look for the man to whom you haeegi
b. *Cosa cerchi 'uomo a cui affidate
What you look for the man to whom to give

In relative clauses constructions, no asymmetry displayed in extraction
possibilities: extracting from a relative clauseassbad when the clause is infinitival
as when it is inflected (but see 44 and 45 below #oproviso). The contrast with
noun complement clauses calls for a different engttian. The garden path account
we are proposing here provides a simple solutigtraeting from a clause like (38b)
IS not so bad because the ‘interference’ of thatired clause and the garden patr
effect does not hold here: in Italian infinitivalative clauses cannot be introducec
by di, as illustrated in (40).

(40) Ho comprato il libro da/*di leggere con atteme
| bought the book to read carefully

Our hypothesis that some cases of CNPC constraolations, namely those
involving extraction out of the so-called “complemt” of a noun, are indeed garden
path effects predicts that extraction from the alled “complement” of a noun
should be OK in varieties in which this structusenot temporarily ambiguous with
relative clauses.

Supporting evidence comes from Modern Greek. Viass$pyropoulos pointed out
to us that, while extraction out of a complex NRhwa relative clause is totally
ungrammatical in Greek (cf. 41b), extraction out af complex NP with a
“complement” clause is not (equally) deviant (41&rucially, the clausal
“complement” of the noun in (41a) is introducedthg complementizeoti, while
the relative clause in (41b) is introduced by tlmmplementizerpu. Since no
temporal ambiguity arises in Greek, no garden pé##tct is observed.

(41) a. pjon  akuses ti fimi oti apelisan
who-acc hear-past.2sg the rumour-acc.ghgfire-past.3pl
‘Which person is such that you did you hear theaqunthat they fired
him?’
b. *pjus akuses ti fimi pu 60a stymatisi
who-pl.acc hear-past.2sg the rumour-acgctat stigmatize-3sg
Lit: ‘Who did you hear the rumour which will stigmadiZ

Also English seems to be consistent with our garpatih account. (42) is not a
(strong) island effect, although there is extractimm the clausal “complement” of
the noun “order”.



(42) Which car did you give the order to drive?

The absence of the island effect in (42) cannotatigbuted to the fact that
extraction from an infinitival clause is bettertime general case, given the strong
deviance of (43):

(43) *Which car did John know the right persordtive?
(cf. John knows the right person to drive that car)

So, we can say that (42) is ruled in, since itos temporarily ambiguous with a
relative structure and no garden path effect ggared.

“Relative constructions” without a gap
Some infinitival “relative constructions” are trggasent for extraction:

(44) a. les sommetgu’il a été le seul Francais a atteindre t
‘the tops that he was the only Frenchman to reach’
b. *les sommetgyu’il a été le seul Francais qui ait atteints t
the tops that he was the only Frenchman who lschesl
(from Siloni 1995)

(45) a. Quale libro lyi stato il primo a PReggeret?
b. *Quale libro lui é stato il primo cheha lettot?
(from Sleeman 2005)

Our approach seems to be equipped for explainiagctimtrast between tle and
the b. sentence in each pair. In thesentences the position of the gap inside th
relative construction is likely to be occupied bR®. If so, relativization results
from a control configuration rather than from a mment configuration. Since
ultimately in our approach the islandhood of rekatclauses is due to the conflict
between relabeling movement and wh-extractions ind surprise that an island
effect does not arise if the relabeling movememas instantiated in the relevant
structure.

9. Extending the account to other strong islands:dverbial clauses that are free
relatives

It has been noticed that a number of adverbialsdawclosely resemble free relatives
in that they are introduced by a bare WH-elemehis (includeswhenclauses,
whereclauses andhow-clauses) and their interpretation is roughly eglauat to a
nominal + relative clause.

(46) a. | sweat when he talks to the presidemnavh
b. | sweat in the moment in which he talks thesjokent

(47) a. | fell where she fellwhere
b. | fell in the place in which she fell



Interestingly, these clauses display the same antpjgand the same minimal
contrast concerning WH-extraction discussed above.

(48) ?Who do you know when she meets-who?
(49) *Who do you sweat when she meets-who?

If we assume that these structures are indeeddfatves when they are interpreted
as adjuncts, their strong islandhood can be exgilaimlong the same lines just
presented: the free relative interpretation is ailiyainable if the WH-word moves

to the edge of the embedded clause and providsseatb the structure: at this point
the structure does not qualify anymore as a passdat, so unlabeled movement to
its edge is banned (cf. 50). If the WH-phrase wtigly targeting the matrix COMP

moves first, the WH-D cannot move since a layethwib label cannot trigger

further computation (cf. 51).

(50) *[; whe [ppwhen [p she meets-whe-when ]]]
(51) *when | whe [p she meets-whe-when]]

There are cases of strong islands that are lesglstfiorwardly amenable to the kind
of explanation that we have been proposing for falatives, free relatives and
islands likewhenclauses.

> If-clauses
A case at point ig-clauses:

(52) If he talks to the president, | sweat

The reason why it is not straightforward to extdnd(52) the account for free
relatives should be apparent: ‘if’ is not a plailrHWord and, accordingly, it is not
clear which gap it could leave inside the ‘if’ ck&u However, there are analyses ir
the literature that suggest that an extension ofamgount toif-clauses, is indeed
possible (Arsenijev, 2009b, Bhatt & Pancheva 2006 and Haegeman 2010p a
First of all, ‘if may not be a plain WH-word but does have an interrogative use in
(some varieties of) English, cf. “I wonder if...”. fiact, Kayne (1991) has argued
that the conditionalf and the interrogativéf are one and the same element. A
discussed by Bhatt and Pancheva (2006), that thegementizer” introducing the
protasis is a WH-word is even clearer in other lagges including many Romance
varieties (where the equivalent ibfis the canonical complementizer of embedde
yes/no question), German (where the equivaleiftisfwenn which also appears in
when clauses) and Bulgarian (which also uses an intatiogy complementizer to
form a conditional clauses).

A second important observation is that, from aenmtetative point of view, (52) is
not fundamentally different from the correspondetienclause, namely sentence
(46) above: “| sweat when he talks to the presidéfter all, (52), like (46), can be
roughly paraphrased by using a nominal + relatisase:



(53) | sweat in the situations/possible worlds imai he talks the president

Starting from this type of observation, Bhatt arahéheva (2006) propose thét
clauses are just another case of free relativeraviaVH-word (or a null operator)
is a binder of a possible world variable. So, whileanonical free relative as “what
John bought” is interpreted as the plural defidiéscriptionix [John bought x], the
if-clause “if he talks the president” is interpresexdthe plural definite descriptiow
[he talks to the president in w]. Haegeman (20Hgports the analysis that posits
an analogy between temporal clausesitathuses in a cartographic framework. All
in all, if-clauses are not a serious challengentanalysis we proposed. If they are
free relatives, we know why they are strong islands

10. Other strong islands: peripheral adverbial clages

Haegeman (2003, 2010b) argues that adverbial dausst be divided in two types,
central and peripheral (cf. Tsimpli, Papadopouland Mylonaki, 2010 for
experimental findings supporting this distinction Greek). Central adverbial
clauses are merged before the matrix IP is congleted modify the event
expressed in the matrix clause, along the linesudged above (cf. 54). Peripheral
adverbial clauses like (55) are merged after thérixn&P is completed in the
derivation and structure the discourse (for example introducing an explicit
premise to the assertion made in the main clausaggeman identifies several
syntactic tests that can distinguish central andpberal adverbial clauses. We
mention here two of Haegeman'’s tests and add d tme. What they suggest is
that, while central adverbial clauses are fullyegrated (subordinated in a standarc
sense), peripheral adverbial clauses have a loeksdion with the main clause.

(54) a. Se hai sete, puoi disidratarti
If you thirsty you can dehydrate
b. Gianni suda perché parla con me
Gianni sweats because he talks to me

(55) a. Se hai sete, c’é una birra in frigo
If you are thirsty there is beer in the fridge
b. Gianni & a casa perché la sua macchina é itecort
Gianni is at home because his car is in the yack

» Clefting (adapted from Haegeman)
Central adverbial clauses may be clefted, periplaeheerbial clauses may not.

(56) a. # E se hai sete che c’é una birra in frigo
It is if you thirsty that there is beer in the fy&l
b. #E perché la sua macchina € in cortile che Gi&@ancasa
It is because his car is in the back yard thah@ is home



(57) a. E se hai sete che puoi disidratarti
It is if you are thirsty that you can dehydrate
b. E perché parla con me che Gianni suda
It is because he talk sto me that Gianni sweats

» Variable Binding (adapted from Haegeman )
In central adverbial clauses a pronoun may be bdwyna quantifier. A pronoun in
peripheral adverbial clauses cannot:

(58) a. (Il cappsta facendo un’indagine sui ritardatari). Nessandva mai in
orario, se proprio pjg vuole saperlo
(The bossis making an investigation about people who artate at work).
No one ever arrives on time, ifjereally wants to know
b. Nessunge uscito perché la syanacchina e in garage
Nobodyleft because hiscar is in the backyard

(59) a. Nessun@rriva mai in orario, se non pneon viene controllato
Nobodyever arrives on time, if hes not controlled
b. Nessunpsuda perché prparla con me
Nobody sweats if hetalks to me

» Principle C
Only an R-expression in a central adverbial clausggers a clear Principle C
effect.

(60) a. ? proha lavorato molto se Gianta le occhiaie
He must have worked hard, if John has rings unegyes.
b. ? E a casa, perché la macchina di Gianni ériileco
He is home, because John’s car is in the backyard

(61) a. *pre si stanca, se Gianrmavora troppo
He gets tired if John works too much
b. *prg suda, perché Gianmarla con me
he is sweating because Gianni is talking to me

Peripheral adverbial clauses are islands (cf. B@),our analysis in terms of free
relatives cannot extend to them, given the cleauctiral differences between
central and peripheral adverbial clauses.

(62) *Chi dici che nessuno arriva mai in orario, se propnuiole saperlo ?
Who (you) say that nobody arrives in time ieally wants to know

However, an approach in terms of labeling can adljuexplain the islandhood of
peripheral adverbial clauses. Peripheral clausestste the discourse, they might
introduce an independent illocutionary speech ack are not subordinate in any
obvious sense. Embedding them is in fact quiteadifit look at (63).



(63) a. # Maria sostiene che se hai sete c’a dlta in frigo
Maria claims that if you are thirsty there is baethe fridge
b. #Maria pensa che se hai sete c’e della birfaga
Maria thinks that if you are thirsty there is baethe fridge

(63) suggests that peripheral adverbial clauseaatdme embedded: here the only
interpretation available is the (awkward) condidbrone. The only exception
appears to be with the verb ‘say’, where the petighreading of the adverbial
clause is more easily maintained. This might shioat tsay’ does not always imply
real embedding of the object of saying..

Let us briefly go back to Merge. If we take serigude strong unification thesis
according to which Internal Merge and External Mergre exactly the same
operation, but for the fact that Internal Mergenierges” a copy already present in
one of the two objects that get merged, we expgedtthere should be cases where
External Merge is not triggered (not probed) anddar (1) and (2), it should
produce a label-less object. We propose that pergbtadverbial clauses instantiate
this configuration (cf. Hornstein 2009 for a simifroposal). This explains the fact
that they are not subordinated to the matrix clansgandard sense. Furthermore,
their status with respect to labeling also expldiver location: since the syntactic
object obtained when the peripheral adverbial dasasmerged with the rest of the
structure has no label, this would block furthepst of the derivation. So, the only
position available to peripheral adverbial clauseaitachment to the external
boundary of the matrix clause, where no furthenvdg¢ion takes place. If this is
assumed, we get a very natural explanation for ifendhood of peripheral
adverbial clauses: if peripheral adverbial clauses attached to the extreme
boundary of the matrix clause, wh-movement outhein (cf. 62) would a case of
lowering movement, since the head in the COMP amethe matrix clause that
attracts thewh-phrase is lower than the peripheral adverbial sgauwherewh-
movement starts.

11. Other strong islands: the residue

Can we say that all strong islands that are na fedatives are peripheral adverbial
clauses? We don’t think so. There is likely to esidue. One such residue is some
types of reason clauses. Not all reason clausesparn@heral, or at least not
obviously so (cf. 54b). Furthermore, reason clausasnot be analyzed as free
relatives, as observed by Bhatt and Pancheva (2@0%) This is why: while
temporal, locative and conditional clauses indith#t the event in the matrix and in
the adjunct clause take place at the same timee a situation, a reason clause
doesnot say that the event in the matrix and in the adjefause take place for the
same reason. Rather a (non peripheral) reasonecliasthe one in (64) indicates
that the event in the matrix clause takes placa esnsequence of the event in the



adjunct clause. So, reason clauses are not intedbes plural definite descriptions
of “reasons”.

(64) | sweat because he talks to the president

In other terms, it is not likely for ‘because’ tin a position inside the clause it
introduces, and consequently a free relative arsati@es not seem grounded in this
case. We do have some speculations to offer toagxphe islandhood of non

peripheral reasons clauses. Reason clauses ame iofteduced by a temporal

expression (‘since’, ‘dal momento chét. “from the moment that”) and this

suggests that the causal meaning might be supesgdpover the temporal one. If
so, the structure of a reason clause might corttaénvariable of the temporal

operator and an extension of the approach offevedelative clauses might be at
hand. But this definitely requires further research

12. Very temporary conclusions

In this paper we have argued that a unified expiansor a large set of island
effects is possible if one takes seriously the thebd labeling and asks what the few
configurations in which labels ar®t necessary have in common.

There are island effects on which we said nothingsome cases, notably weak
islands resulting from Relativized Minimality cogfirations, we did so because we
believe that there is already a well-establishebt that can account for them. In
other cases, say subject island effects, we satdingp because they might be
fundamentally different from strong islands, foriethwe tried to propose a unified
account. Furthermore, some adverbial clauses nesat@ careful investigation.
Even if we are on the right track, one might askyvdur approach (and other
minimalist approaches as well) should be an imprem with respect to famous
GB account of islands, say Huang (1982). We beliat those accounts were
powerful and explicit empirical generalizations abothe phenomena under
consideration. What is needed (or is desirableans attempt to derive those
generalizations from the primitives of the thedl'ye guessed that these primitives
are a specific theory of labeling in syntax togetiwth the familiar idea that the
derivation must proceed by cycles in order to redine computational burden. We
got some promising results but, admittedly, it retedo be seen how far this idea
can be stretched.

Another issue that we will leave temporarily openwhether there is a common
syntactic structure between relative and complenodanises, and if so, whether
relativization is the underling structure, as pregub by various people even in this
conference. Although unification is tempting, itghi be premature as long as there
IS no satisfactory account for a fundamental ddfee between relative and
complement clauses, namely their island/non istdatls.
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